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ABSTRACT

In this paper, we will highlight how Web 2.0 tectogies and
patterns have been successfully applied in oneh@fNational
Center for Supercomputing Applications (NCSA) potge which

is supporting environmental research and the deugjoU.S.

WATERS WATer and Environmental ResearchSystems, an
initiative supported by US NSF GEO and ENG dirde®r
network observatories. Driven by real scientifie usses arising
from the current active investigators involved @stbed projects
for the WATERS network, these highlights includemgenerated
content, rich user experience with AJAX and innox&atisage of
mashup with Google Maps, contextualized scientfiowledge
network creation with extensible, folksonomic pmaace
support, and events propagation with RDF-enhancedsages
exchange. The resulting system provides stateesfth
collaboration capabilities and is both far morexifide in its

ability to interact with desktop applications andntnunity

services and more amenable to third-party custdiizathan

early systems. In addition to describing theseufest in more
detail, we will also discuss future directions tltantinue Web
2.0-style thinking towards the semantic grid, tleough the use
of lightweight global identifiers and a content ragement
approach to metadata that enables use of multigielagies and
dynamic evolution (e.g. folksonomies) of terminafog
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1. INTRODUCTION

Current and coming initiatives for building largeate
environmental observatories, such as th&ATer and
Environmental ResearchSystems (WATERS) network, Ocean
Research Interactive Observatory Networks (ORIONBtional
Ecological Observatory Network (NEON), etc., forestific and
societal usages, see a need for an integratedezrybnment to
support decentralized researdmdeed, the ability to provide
community-scale infrastructure while enabling innovation by
individual researchers is a central challenge for
cyberinfrastructure/e-science efforts. The National Center for
Supercomputing Applications (NCSA) has initiatedosf in
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building end-to-end cyberenvironments that provideis
flexibility [1]. Since September 2005, th&nvironmental
Cybei nfrastructure Demonstrator (ECID) Project [1] has
successfully leveraged Web 2.0 technologies anenpatto build
an integrated cyberenvironment to support real-dvade cases of
environmental observatories.

2. ENVIRONMENTAL OBSERVATORIES

USE CASE

The WATERS planning effort is motivated by the oatl need to
understand and restore lake, stream, and coastet gaality to
achieve sustainable and secure water supply whieaving and
preserving aquatic habitats [2]. A proposed tigredti-scale
remote and embedded sensing network will enablearekers to
answer critical questions with regard to spatioterafby-
distributed hydrologic and environmental phenomina timely
fashion. Methods are needed to access and contitiphe data
sources in real time, enabling adaptive monitoang integrated
management of water resources across water-maorgtori
infrastructures. Adaptive models are needed that fesdback
from observation to improve the ability to simulated predict
behavior.

A challenging use case from one of the WATERS pesjects in
Corpus Christi Bay of Texas [3] requires suppont fiee full
lifecycle of scientific research. These researclagesworking to
apply sophisticated models to streaming sensor waidentify
sensor anomalies and to forecast conditions suébwadissolved
oxygen (also known as “hypoxia”). This requires #islity for
researchers to apply models built as workflowshtodata streams
and to publish their derived results as new stremragable to the
community.

3. LEVERAGING WEB 2.0

TECHNOLOGIESAND PATTERNS

In this section we highlight the Web 2.0 technodsgiind patterns
that have been used in the development of cyben@mwients for
environmental observatory research.

3.1 User-Generated Contents (UGC)

User-Generated Content (UGC) is the focus of TIM&gazine's
2006 Person of the Year award, which went to dkrimet users
who contribute to user-generated media such as ¥oeTand
Wikipedia. Likewise, user-generated content andvwkedge play
a large role in the environmental observatory sgstén our
current system we have incorporated a componentethables
community users to write individual blogs or poshauncements



to group blogs. We also have integrated a media¥4kied wiki
system for supporting collaborative writing, whitte WATERS
project planning committees have been activelygidiiiscussion
boards (or forums) are also being used and integratith
mailing lists so that bi-directional posting (em#dl forum and
forum to email) is supported. Other documents sagiword or
PDF file or PowerPoint slides are kept in documkntaries
where users can also post threaded comments oridudi files.

In addition, we think that user-generated contesfitsuld also
include investigator-contributed workflow templatesodels, and
algorithms. Thus we allow users to publish theirrikflow

templates and share them with the entire commuwiity have
access to the observatory resources.
publishing/sharing concept can also be found at xpgEment
[4], an initiative in UK's myGrid research communit
Furthermore, as demonstrated at SC06 [5] and AGIU 2686

meetings [6][7], users are allowed to change thekflaw

parameters on-the-fly and publish the new workflowa server
which can then produce new data streams for contgnusie--

this goes beyond just publishing workflow templdimsothers to
use locally, but truly lets users start to add mesources to an
observatory system. This is central to end-usetoauigation and
can truly facilitate individual innovation and coranity

collaboration. Users of such integrated cyberemvitents for
environmental observatories are no longer justipagsonsumers
(e.g., getting data from the observatory), but absctive

participants and contributors. This resembles uselss in a

Web 2.0 environment.

All these user-generated contents can be and heare larvested
through a daily log-style provenance service, agidleed further
in section 4.

3.2 AJAX and Mashup with Google Maps

Environmental data are inherently geo-referenced, such geo-
contextual information should be preserved for eh riuser
experience. AJAX provides much more interactiveigaion of
web browser-based applications, while mashup pesvid
extensible capability using a third-party publishédl to
integrate external resources and applications. uin pyoject we
integrated Google Map APIs with user subscriptiGesvice
where users can find and subscribe to both raw steékams and
derived data streams (such as a sensor anomaly stta@m
generated from an anomaly detection workflow rugnin
continuously in the observatory server) from thesse platforms
identified on Google Map. Pushlets, AJAX and Sprigd
asynchronous message driven POJO (Plain Old Jajetpbave
also been integrated to automatically plot/upd&te teal-time
sensor data streams (both raw and derived) insileveb browser
[6]. Additional extra layers of information abotte sensor,
sensor platform,s and surrounding geographicalufes} either
obtained from observatory GIS (Geographical Infdioma
Systems) servers or human-observed user-captugédl dmages
shot by field scientists using cellphone/digitainesas about the
sensors/measurements or  other relevant
phenomenon, could also be overlaid on the senspr ma

Such mashup capability promotes end-user innovaiioce users

can now share more resources and access a mordesgam

integrated virtual observatory. In additional, thiegmentations of
external resources and applications add new provena

information that can enrich semantic traceabil®pecifically, a
geo-referenced provenance trail would illustratevtsgnsor data
in a particular geophysical location is used intaier models,
workflows, and publications by certain people. Thigl help
observatory users to evaluate the quality of thie dend build
trust among the community.

3.3 Contextualized Scientific Knowledge

Networ k

One of the noticeable patterns of Web 2.0 is tr@asmetwork
capability provided by web sites such as MySpaakFacebook.
Such capability has been leveraged in our projétt much more

Such  workflow extended and contextualized scientific informati8h Users can

browse contextualized scientific knowledge netwiark clickable

graphical network format, where documents, pulitices, people,
workflow, data, etc. related to the user's taskatd are readily
accessible and recommended. Such network creati@as

supported by the ubiquitous provenance semantidcserwhich

we will describe in detail in section 4.

3.4 Event Propagation using RDF Enhanced

M essages

Commonly seen in large-scale heterogeneous gridpeting

environments, message-based integration technslage well-

accepted in the web industry and, more graduaflysdientific

communities. To enhance the semantic informationhamge
between different event generators and consumergmbedded
RDF triples in the JMS (Java Messaging Service) Samss,
which help to prevent the loss of critical inforioat when the
event propagates in the software components’ coeswmains.
This is significant in that a community-scale cyderironment
usually loosely couples lots of heterogeneous sofiw
components. Augmenting machine-understandable Riples in

the message facilitates such community-wide integra

4. UBIQUITOUSPROVENANCE SERVICE

As indicated in the previous section, a provenaseeice has
been used to integrate heterogeneous resources.cinent
approach taken in this project is to enforce globaique
identifier for identities that are significant fortegration, and our
initial implementation has focused on agreementimque global
user identifiers across different components [9}e Tunderlying
Tupelo 2 system developed at NCSA provides logesfiP| for

different components (e.g., wiki, discussion boaddcument
library, or workflow) to record RDF triples. Thesidting RDF
triples are stored separately on triple storesrénily KOWARI).

The separation of the actual data store and thedatt store
provides decoupling between the provenance sewmick other
regular content or system components, resultingpenubiquitous
collection of provenance information.

While individual applications/software componentsaymhave
ontologies (implicit or explicit, but a given toohly generates a

environenta particular limited set of triples), the triple stois RDF-based and

accepts any valid triples from any source. Usingniton
identifiers in that system then allows the captafehe overall
network of relationships and the social networldramender
style features described in previous section.

w



5. CYBERENVIRONMENT MASHUP,
FOLKSONOMIESAND MULTPLE
ONTOLOGIES

The continuing development of an integrated cybérenment
for environmental observatories relies on furthevedlopment of
the middleware that supports services where userseadily use
published cyberenvironment APIs or Web Services do
“mashup” style integration either in their own féian software
environments (e.g., Matlab) or in an already-indéepl
cyberenvironment such as the one recently builtthey ECID
project.

(2]

(3]

Thanks to RDF's incremental, “bottom-up” style sappfor
metadata integration, we will continue investiggtimsing global
unique identifiers for identities that are sigrdiit for integration.
For example, because of the geo-referenced nafuneost the
data streams from environmental observatories, spatial
location can be a very strong integration point rghiecation-
based data service can be provided for downstreata d
consumers. This service should not just restricbdmt source,
but also support spatial query (e.g., temperatueasurements
within a radius of 5 miles).

[4]
[5]

In addition, multiple ontologies will be continudus
incorporated. Dublin-core and other folksonomy-etghtologies

have already been used. Other ontologies suchea€tiAHSI
Observation Data Model (ODM) [10] will be incorpted when [6]
they are finalized and used in the observatoryesyst

6. CONCLUDING REMARKS

We have leveraged several important Web
technologies/patterns in our ECID project developnand have
demonstrated far more flexibility in terms of prdwvig
collaboration, coordination and community-scaleteuszations
for environmental observatories. Ongoing effortsvehebeen
focusing on further developing ubiquitous proverarservice
from sensor to streaming data processing, cybemmmwient
mashup capabilities, and dynamic evolution of taotugy and
usage of multiple ontologies.

2.0
[7]

(8]
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